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Deep Reinforcement learning is a promising approach for decision-making for
autonomous vehicles. However, it is di�icult to guarantee safety for such systems.
Incorporating safety constraints into the reward function is di�icult because then
there is always a trade-o� between safety and the other objectives, depending
on the weights. Moreover, since the policy is learned, there are no guarantees on
the output of the neural network. One approach to verify safety of autonomous
vehicles is the Responsibility-Sensitive-Safety (RSS) model [1].

Safety index of a car approaching another vehicle

To incorporate safety constraints into reinforcement learning, one line of research
uses a safety index that captures safe states [2,3,4]. Then a Lagrangian is opti-
mized that maximizes the reward while not exceeding a threshold on constraints
violations. This work should investigate how the typically used safety index can
be adapted for the automated driving domain based on the RSSmodel.

This sounds exciting? Then apply to us! Methods and scope of the thesis can be
adapted to your interests and previous knowledge. The proposed thesis consists
of the following parts:

+ Literature research about constrained reinforcement learning
+ Design of a domain-specific safety index
+ Training of the approach in di�erent scenarios
+ Evaluation in di�erent scenarios

I am happy to answer any questions youmight have. Feel free to ask for an ap-
pointment or directly ask at my o�ice!
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