
Master Thesis

Analysis and improvement of view transformations
for automated driving

3D perception of traffic participants is a crucial task for automated driving. Multi-
ple neural network architectures have been proposed in the last decade to tackle
this task. Recently, the transformation of camera images into the birds-eye-view
(BEV) is a popular design element of such architectures, which is part of most
state of the art methods. Since this transformation requires the depth informa-
tion for every pixel in the image, most networks introduce a learnable depth
estimation. One pioneering work of this approach is Lift-Splat-Shoot [2].

In [1], Harley et al. show that the transformations using such an explicit depth
estimation are inferior to other methods in performance and computational effi-
ciency, suggesting the depth estimation has no benefit. However, only methods
with a sparse or no depth supervision have been considered in this study, leaving
the question whether depth in general or sparse depth is not beneficial for BEV
transformation.
The proposed master thesis aims to investigate whether depth improves the
BEV transformation, and subsequently the 3D perception, and if so, which depth
properties are important.

The proposed thesis consists of the following parts:

+ Literature research about BEV-camera-based 3D object detection networks
+ Literature research about automotive datasets with dense ground truth depth

maps, e.g SHIFT [3]
+ Implementation of a BEV-camera-based 3D object detection network utilizing

the dense ground truth depth maps
+ Investigation of the influencing properties of the depth information for the 3D

perception task by ablation of the network.

I am happy to answer any questions if you are interested. Feel free to ask for an
appointment!
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